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Questions for R”

Now, we will consider functions f : R” — R, that take a
vector in R" as input and give a real number as output.

We would like to use our tools for one-variable functions,
so we will be interested in restricting functions to a line.
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Lines in R”

A line in R" is given by a position and a direction.

If ¢ is a line that contains the point x € R" and the
direction vector u € R”, then £ has the representation

(={x+tu:teR}
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Restricting a function to a line

Let f : R” — R be a function, and let
{={x+tu:teR}

be a line. We define the restriction of f to ¢ as the
function

Oxu 0 R—=R
t — f(x+tu).

In other words, ¢xu(t) = f(x+tu).
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Global minimizers in R”

Let f : R” — R be a function. We say that x* € R" is a
global minimizer if f(x*) < f(x) for all x € R".

Lemma

Let f : R" — R be a function. A point x* € R" is a
global minimizer of f if and only if for every vector
uc R"”, t =0 is the global minimizer of

Oxru(t) = F(x*+tu).
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Theorem (Chain rule)

Iff :R" — R and g : R — R" are functions, then
fog:R — R. Furthermore,

E(f(g(t)) = Z %(g(t))agi(t)-
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Theorem (Chain rule)

Iff :R" — R and g : R — R" are functions, then
fog:R — R. Furthermore,

E(f(g(t)) = Z 8_x,-(g(t))d_

Consider the function ¢xu(t) = f(x+tu).

. "\ Of
Pyult) = Z&(XJJU)UL
i=1 !
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We define
V)" =[50 Zhx) - S

Consider the function ¢xu(t) = f(x+tu).

Prult) = Z —_(X +tu)u; = VFi(x+tu)-u.
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Theorem
Let f : R" — R be a function. If Vf is continuous and
x* is a global minimizer of f, then Vf(x*) = 0.

If Vf(x*) = 0, then we say that x* is a critical point of f.
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Second derivative test in R”

Consider the function ¢xu(t) = f(x+tu).

Gru(t) =) %(xﬂu)u,- = Vf(x+tu)-u.
i=1
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n n 2f-

U a
¢x,u(t) - E uj E Ox:Ox: (X +t U)Uj
i I \J

Prult) = u’ Hf(x +tu)u

where
[ 0*f *f 02 f 7
8;( (X) (‘3x21x2 (X) T 8x%xn (X)
0°f 8 f 0%f
Hf(X) — 8X2X1( ) (X) '. o axle, (X)
i . o2
| Oxpx1 (X) ax,,xz( ) 0x2 X) ]

is the Hessian matrix of f.
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Theorem

Let f : R" — R be a function for which Hf is
continuous. If Vf(x*) =0 and

u’ Hf(x)u >0 for all u € R” and x € R",

then x* is a global minimizer of f.

Pru(t) =u’ Hf(x+tu)u
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Minimizing over other sets

Suppose that D C R", and f : D — R is a function. Can
we use our tools to optimize 7

We will want two assumptions:

@ We do not want D to contain boundary points.
(D should be open.)

@ Given x € D, we want to be able to “see” every
y € D along a straight line.
(D should be convex.)
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Given an open set D C R"” and a function f : D — R, we
say that x* € D is a local minimizer of f if there exists
r > 0 such that f(x*) < f(x) whenever ||x* —x|| < r.

In other words, x* is a global minimizer of the function f
restricted to the open ball B(x*, r).
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Theorem

Let D C R" be an open set. Let f : D — R be a
function for which V' f is continuous, and let x* € D. If
x* is a local minimizer of f, then x* is a critical point of

f (ie. VF(x*)=0).
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Theorem

Let D C R" be an open set. Let f : D — R be a

function, and suppose x* € D is a critical point of f. If
there exists a value r > 0 such that

u’ Hf(x)u >0 for all u € R" and x € B(x*, r),

then x* is a local minimizer of f.
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